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In dairy farms, machine learning operations can be used to identify and classify cow types 

based on body condition scoring (BCS) using features extracted from images. In particular, 

machine learning algorithms can analyze the curvature of the spine, often by identifying key 

points and fitting a line or curve, to distinguish between different breeds of cattle and assess 

their condition. In this study, machine learning models that have been frequently used in 

computer science in recent years, including SVM, KNN, and CNN, were used in conjunction 

with a pre-trained deep learning network Resnet50 to enhance the success of the architectures. 

In each of the algorithms, image features were extracted, registered, and merged to identify 

the type of cows, and finally, the pre-trained CNN algorithm based on deep learning was able 

to correctly identify the type of cow with the highest accuracy (93 percent). Therefore, by 

combining this processing system with the imaging mechanism, it is possible to identify and 

classify cows based on various states and physical characteristics in cattle environments in a 

shorter, simpler, and more user-friendly time. This approach eliminates the need for manual 

extraction of livestock features, reduces the use of human resources, and achieves improved 

recognition accuracy. 

 

Cite this article: Daneshmand Vaziri, M., Imanmehr, A., Heidarisoltanabadi, M., (2025) Identifying and classifying cow types based 

on spinal end deviation using machine learning, Iranian Journal of Biosystem Engineering, 56 (2), 51-67. 

https://doi.org/10.22059/ijbse.2025.398902.665603  

                               © The Author(s).                                               Publisher: The University of Tehran Press. 

DOI: https://doi.org/10.22059/ijbse.2025.398902.665603  

  

mailto:m.d.vaziri@gmail.com
mailto:imanmehr2000@gmail.com
mailto:mheisol@gmail.com
https://doi.org/10.22059/ijbse.2025.398902.665603
https://doi.org/10.22059/ijbse.2025.398902.665603
https://orcid.org/0000-0002-2188-5632
https://orcid.org/0000-0002-4556-0904
https://orcid.org/0000-0001-7892-3487
https://creativecommons.org/licenses/by-nc/4.0/


      Iranian Journal of Biosystem Engineering, Vol 56 (2)   52 

EXTENDED ABSTRACT 
 

Introduction 

Dairy cow body condition scoring (BCS) is a vital management practice used to assess nutritional status, 

health, and productivity potential. Traditionally, BCS is performed manually by experienced evaluators who 

rely on visual and tactile cues. However, manual scoring is subjective, time-consuming, and prone to variability 

and human error, making it impractical for large-scale operations. Advances in computer vision and machine 

learning have enabled automated BCS systems, offering consistent and objective evaluations. A critical visual 

marker for BCS estimation is the curvature or deviation of the rump area (the terminal part of the spine). This 

morphological feature is closely related to body fat reserves and musculoskeletal health. Prior research has 

used 2D and 3D imaging with regression analysis to automate BCS. Yet many approaches require expensive 

3D equipment or involve complex manual feature engineering. Recent developments in convolutional neural 

networks (CNNs), transfer learning, and pre-trained architectures such as ResNet50 have shown promise in 

automating feature extraction and classification tasks with high accuracy. The present study aims to design 

and evaluate a practical, image-based, automated system for intelligent detection and classification of cow 

types based on rump deviation using machine learning algorithms. The ultimate goal is to provide dairy farms 

with a low-cost, user-friendly, and real-time tool for BCS-related phenotyping to improve herd management 

efficiency. 

Method 

The study employed three machine learning algorithms—Support Vector Machine (SVM), K-Nearest 

Neighbors (KNN), and a Convolutional Neural Network (CNN) leveraging the ResNet50 architecture—for 

classifying cows into three types based on rump curvature: upward deviation (A type), downward deviation 

(B type), and horizontal (C type). A dataset of 150 images was collected from various farms, with 50 images 

per type, captured using standard digital cameras and smartphones. Images were preprocessed by cropping to 

isolate the rump area and were labeled and sorted into folders by type. The dataset was split into training, 

validation, and test sets in an 8:1:1 ratio. Feature extraction for SVM and KNN was performed using ResNet50 

as a fixed feature extractor. CNN training used ResNet50 with fine-tuned layers for classification. Experiments 

were implemented in MATLAB R2021b. Evaluation metrics included accuracy, precision, recall (sensitivity), 

F1 score, confusion matrices, intersection over union (IoU), and mean average precision (mAP). For each 

algorithm, predictions on the test set were compared to ground-truth labels to compute performance metrics. 

Results 

The KNN classifier achieved an overall accuracy of 82%, with an F1 score averaging 81% across classes. 

Its confusion matrix revealed relatively high false positives, especially between A and C types, resulting in 

lower overlap scores (mean IoU ~67%). The SVM model showed improved performance, achieving 86% 

accuracy and an average F1 score of 85%, with better precision-recall balance and higher IoU (~75%). The 

CNN model using fine-tuned ResNet50 outperformed the others, achieving 91% accuracy, 93% precision, 90% 

recall, and an F1 score of 90%, with the highest mean IoU (~82%). Confusion matrices demonstrated that 

CNN produced the lowest misclassification rates among the three algorithms. CNN's high overlap values 

indicated strong alignment between predicted and actual classes, and its superior F1 score reflected balanced 

precision and recall. These results underscore the model's ability to extract subtle image features relevant to 

rump curvature and BCS-related phenotypes. Compared to prior studies reporting accuracies in the 82–97% 

range (using depth cameras, attention mechanisms, or multimodal data), this approach demonstrated 

comparable or better performance with simple 2D imaging and transfer learning. The system reduces manual 

feature engineering, enables real-time classification, and supports scalable deployment in dairy farms. 

Conclusion 

This study demonstrates the feasibility and effectiveness of using machine learning—particularly CNN 

with ResNet50—for automated classification of cow types based on rump curvature, serving as a proxy for 

body condition scoring. Among the tested methods, CNN–ResNet50 achieved the highest accuracy (91%) and 

F1 score (90%), outperforming KNN and SVM classifiers. The proposed system offers a practical, low-cost 

solution that eliminates the need for manual scoring, reduces labor, minimizes subjective error, and facilitates 

real-time herd management. Such tools can help dairy farmers make timely decisions on feeding and health 

interventions, ultimately improving productivity and animal welfare. Future work could expand the dataset, 

incorporate multimodal imaging, and deploy the model in field conditions to validate robustness and 

generalizability. Overall, the study confirms that deep learning with transfer learning on 2D RGB images can 

reliably support precision livestock farming by automating BCS estimation from visually salient anatomical 
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markers like rump curvature. 
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  های کلیدی:واژه

 ،یبدن تیوضع یازدهیامت

 کفل گاو،  یانحنا

  ن،یماش یریادگی یهاتمیالگور

 ،یکانولوشن یشبکه عصب

 .قیعم یریادگی

 یریگبا بهره (BCS) یبدن تیوضع یازدهیبر اساس امت تواندیم ینیماش یریادگی اتیعمل ،یریدر مزارع پرورش گاو ش
طور خاص، . بهردیانواع گاوها مورد استفاده قرار گ یبندو طبقه ییشناسا یبرا ریشده از تصاواستخراج یهایژگیاز و

 ایخط  کیو برازش  یدینقاط کل ییفقرات را اغلب با شناسا ستون یانحنا توانندیم نیماش یریادگی یهاتمیالگور
 نیکنند. در ا یابیآن را ارز تیقائل شوند و وضع زیمختلف گاو تما ینژادها نیکنند تا ب لیو تحل هیتجز ،یمنحن

 یهاستون فقرات )کفل( از مدل یانتها یانحنا تیگاو بر اساس وضع پیانواع ت یبندو طبقه صیمطالعه، جهت تشخ
 SVM ،KNNاند، شامل مورد استفاده قرار گرفته وتریطور مکرر در علوم کامپبه ریاخ یهاکه در سال نیماش یریادگی

 هایمعمار تیموفق شیمنظور افزابه Resnet50 قیعم یریادگیبر  یمبتن دهیدآموزش شیهمراه با شبکه از پ CNNو 
گاوها انجام  پینوع ت صیتشخ یبرا ریتصاو هاییژگیاستخراج و ثبت و ادغام و هاتمیاز الگور کیاستفاده شد. در هر 

درصد(  93دقت ) زانیم نیبا بالاتر قیعم یریادگیبر  یمبتن دهیدآموزش شیاز پ CNN تمیالگور تیو در نها گرفت
 ،یربرداریصوت زمیبا مکان یپردازش ستمیس نیا قیبا تلف توانیم نیدهد. بنابرا صیگاو را درست تشخ پیتوانست نوع ت

در مدت زمان  یگاودار یهاطیدر مح یگاوها را بر اساس انواع حالات و مشخصات بدن یبندو طبقه صیامکان تشخ
 کند،یدام را حذف م یهایژگیو یبه استخراج دست ازین کردیرو نیتر و کاربرپسند فراهم ساخت. اتر، سادهکوتاه
 .ابدییدست م یاافتهیبهبود صیتشخ دقتو به دهدیرا کاهش م یانسان یروین یریبکارگ
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 دمه مق
سلامت و  یابیارز د،یتول یسازنهیکمک به به یبرا یعنوان ابزاربهکه مهم است  یتیریروش مد ک( یBCS) 1یبدن تیوضع یازدهیامت
 وانیح کیکه  چه،یو ماه یچرب ژهیو، بهیبدن ریذخا زانیگله در مورد م یابیروش به ارز نی. اشودیاستفاده مدام  یاهیتغذ تیوضع یابیارز

 هیتغذ توانیم ازیانجام شود، در صورت ن دیدر طول چرخه تول شدهیزیردر فواصل برنامه یبدن تیوضع یازدهی. اگر امتکندیدارد، کمک م
 ینیبشیپ یبرا یشاخص عمل کیعنوان بدن آنها به تیگله، وضع یگاوها یبرا(. Neary & Ann et al., 2002) داد رییرا تغ تیریو مد
 Li et) کندیسلامت گاوها عمل م تیو وضع هیتغذ تیریمد یکننده بصرمنعکس و هیتغذ تیریسطح مد یابیو ارز شیآزما گله، یوربهره

al., 2013; Paul et al., 2020 .)یینایرا با استفاده از ب هایابیدارند تا ارز ازیدهندگان باتجربه نبه پرورش یدست یازدهیامت یهامعمولاً، گروه 
در  یکاربرد یازهایبرآورده کردن ن نیبنابرا شود،یم یذهن راتیبر، پرزحمت و مستعد تأثزمان یندیو لمس انجام دهند، که منجر به فرآ

 نیماش یینایب یسازادهیحال، با پ نیبا ا(. Qiao et al., 2021; Wu et al., 2021) کندیم زیبرانگبزرگ را چالش اسیگاو در مقپرورش مزارع 
 ای یدوبعد یهانیاز دورب امروزهمحققان (. Roii et al., 2016) کامل در حال توسعه است ونیبه سمت اتوماس جیتدربه BCS ،یدر دامدار

 ون،یرگرس قیاز طر BCSبدن گاو و سپس استنباط  یاتیح یهایژگیبه دست آوردن و یبرا یربرداریتصو یعنوان ابزارهابه یبعدسه
 یبعدسه یهانیاز دوربای در مطالعهعنوان مثال، به(. Song et al., 2019; Zhao et al., 2021) کنندیاستفاده م ریو پردازش تصو یبندطبقه

 نیانگیم یو انحنا یگاوس یسطح بدن گاو با محاسبه انحنا یو انحنا شدمتراکم از سطوح گاو استفاده  یاهنقط یبه دست آوردن ابرها یبرا
  .(Hansen et al., 2018بدست آید )گاو  یبدن تیمحاسبه نمره وضع یبرا یتا مدلگردید  یریگاندازه

Zin et al., (2020)  یبا گرفتن ابرها ینبد تیوضع مرهن نیو تخم ونیرگرس لیو تحل هیانجام تجز یبرا یبعدسه نیدورب کیاز 
دست  یازدهیدر بهبود دقت امت یادوارکنندهیام جیسطح استفاده کردند و به نتا یانحنا لیو تحل هیمتراکم از سطوح گاو و تجز یانقطه

توسعه دادند و  یبعدسه یهانیوربرا با استفاده از د BCS خودکار یابیارز ستمیس کی Imamura et al., (2017) طور مشابه،به .افتندی
را کاهش داده و  تیذهن یطور قابل توجهبه کردیرو نیکردند. اگرچه ا دییتأ یدست یازدهیامت یهاروش تیآن را در کاهش ذهن یاثربخش

 یعمل کاربرداست که  نهیپرهز یاتو از نظر محاسب دهیچیپ اریآن معمولاً بس یژگیاستخراج و ندیاما فرآ دهد،یم شیرا افزا یازدهیدقت امت
طور اند، بهنشان داده ریتصو یبندو طبقه ریتصو صیرا در تشخ یقابل توجه یایمزا قیعم یریادگی یهاروش راً،یاخ .کندیآن را محدود م

 میداده تنظ یادیز ریاز مقاد یریادگی قیبهبود عملکرد از طر یشبکه را برا یو پارامترها کنندیرا استخراج م یدیکل یهایژگیخودکار و
 (. Redmon et al., 2016; Ren et al., 2017) کنندیم

بدن گاو و  تیگسترده از وضع یهامجموعه داده یسینوهیبدن گاو با حاش تیوضع یازدهیامت یرا برا قیعم یریادگیمحققان 
 VGGNetو شبکه  ( 2018., et al; Shigeta 2019., et alAlvarez) (CNN) 2کانولوشنی یعصب یهامانند شبکه ییهامدل یریکارگبه
(Liu & Qin, 2021 )مناطق مؤثر ییگاو، شناسا ریتصاو ییشناسا یبرا (Qiao et al., 2023 )در اند. کار بردهبدن گاو به تیوضع ینیبشیو پ

مشخصه اطراف دم گاو و  هیناح صیکه با تشخ شدارائه  ResNet50و  YOLOv2بر  یمبتن DET-CLS یمدل شبکه عصب کتحقیقی ی
 Huang .(Li et al., 2019ند )افتیدست  یواحد 5/0ختلاف محدوده ا رد %5/94دقت به کننده،یبندآن با استفاده از طبقه یبندسپس طبقه

et al., (2023) مدل  کیYOLO-MCE بر  یسبک وزن مبتنYOLOv5s کردند که شامل توجه مختصات و  یطراحMobileNetV3 یبرا 
 یریادگیاز  همطالعات با استفاد نیاست. ا یعملکرد در زمان واقع نیمدل و تضم یدگیچیحال کاهش پ نیدم گاو و در ع صیتشخ شیافزا
 یهادر سال .کندیم دییرا تأ یریش یگاوها یبدن تیوضع یازدهیدر امت قیعم یریادگی یسنجکه امکان اندافتهیدست  یخوب جیبه نتا قیعم
 ژهیوبه ق،یعم یریادگی یهابا استفاده از روش یریش ی( گاوهاBCSی )بدن تیوضع ازیامت یابیارز یخودکار برا یهاتوسعه سامانه ر،یاخ

 یبعدسه یهایژگیو استخراجموارد بر  یها در برخسامانه نیقرار گرفته است. ا یا(، مورد توجه گستردهCNN) ی کانولوشنیعصب یهاشبکه
انجام شده  قیعم یهایزمان توسط معمارهم یبندو طبقه هایژگیاستخراج خودکار و گر،یاند و در موارد دپشت گاو متمرکز بوده هیاز ناح
 .است

 یدست یهابا روش سهیتا در مقا کندیبه کشاورزان کمک م رایز شودیم یاتیح یتجار یمزارع بزرگ لبن یبرا BCSبررسی خودکار 
و  ونیبر رگرس یمختلف مبتن یکردهایرو (.Bewley et al., 2008) کنند یازدهیطور مداوم امتو به شتریخود را ب یگاوها ازدهندگان،یو امت

                                                                                                                                                                                
1. Body Condition Score 

2. Convolutional Neural Network 
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در  زین یتجار یهاستمیاز س یگاو در حال حاضر وجود دارد و برخ یبدن تیوضع ودکارخ یازدهیامت یبرا (CNN)کانولوشنی  یشبکه عصب
 شیداشته است و هر ساله شاهد افزا یعیرشد سر ریاخ یهابدن گاو در سال تیخودکار وضع یازدهیامت یقاتیتحق حوزه دسترس هستند.

 ,.Paul et alی )بر شبکه عصب یمبتن یهاو مدل ونیبر رگرس یمبتن یهامدل یعنیوجود دارد،  یاصل کردی. دو رومیتآثار منتشر شده هس

2020; Alvarez et al., 2018.) ی برا دتریجد کردیروBCS یهاکیاز تکن کردهایاز رو یاست. برخ یعصب یهاخودکار گاو، استفاده از شبکه 
. با کنندیاستفاده م ونیرگرس یجابه کنندهیبندعنوان طبقهبه یعصب یهاو از شبکه کنندیاستفاده م یژگیانجام استخراج و یبرا یمختلف

 ,.Alvarez et al .کنندیاستفاده م یبندطبقه نیو همچن یژگیانجام هر دو کار استخراج و یها براCNNاز  کردهایاز رو یحال، برخ نیا

 یعمق نیدورب کیمدل از  نیادر توسعه دادند.  CNNبر  یمدل مبتن کیخودکار گاو را با استفاده از  BCS هیاول یهاستمیاز س یکی (2018)
 ،یعمق ری. پس از گرفتن تصوشدخاص استفاده  یکیآناتوم یهایژگیاستخراج و ونگاو بدبدن گرفتن عکس از پشت  یشده در بالا برانصب

به همراه  CNN یبرا SqueezeNetی معمار ازسپس  .گردیدپشت گاو پردازش قسمت فقط  یجداسازبا ناخواسته و  یعمق زیحذف نو یبرا
 درصد شد 40انطباق کامل  و دقت BCS 25/0درصد در بازه  BCS، 78 5/0درصد در بازه  94دقت به منجرها استفاده شد که داده تیتقو
 یبلادرنگ مبتن BCSی هاستمیس لیمطالعه پتانس نی. ا(Iandola et al.,2016) گرفت یشیخودکار پ ونیبر رگرس یمبتن یکردهاروی از که
خود  کردیرو ،یگروه یسازلو مد VGG16با مدل  یانتقال یریادگی یبرجسته کرد. محققان بعداً با معرف یاستفاده تجار یرا برا CNNبر 

 یرپوستیز یضخامت چرب نییتع یبرا یسونوگراف ریاز تصاو گرید یامطالعه در. (Simonyan & Zisserman, 2015) دندیرا بهبود بخش
و فاز، و  یخاکستر فی، طیعمق یداده یهابا استفاده از کانالمحققان . شداستفاده  CNNآموزش  یبرا یعمق ریعنوان مرجع و از تصاوبه
کند  ییشناسا یخوبرا به BCS ازیو امت یکیآناتوم یهاشاخص انیکه توانست ارتباط م ادندارائه د ی، مدلDenseNet یمعمار یریکارگبه
(Yukun et al., 2019.) Zhao et al., (2023) هیبر پا ییهایژگیو استخراج و یبعدبا استفاده از ابرنقاط سه ( پوسته محدبConvex Hull )

 یشنهادیارائه دادند. مدل پ EfficientNet یبه معمار یعنوان ورودها را بهکرده و آن دیپشت گاو تول هیاز ناح یقیدق یساختار یهانقشه
حال، استفاده از  نی. با اافتی درصد دست 45کامل  انطباق دقت و 25/0 بازه درصد در 2/91دقت  ،5/0 ازهب درصد در 6/97 دقتها بهآن

 یامطالعه در د.مدل را محدود کن یریپذمیتعم تواندی( مریتصو 5119بالا ) یربرداریحجم تصو رغمیگاو عل 77مربوط به تنها  یهاداده
و  یبعد( از ابرنقاط سهAttention-Guided Feature Extractionتوجه ) زمیبا مکان شدهتیهدا هاییژگیمشابه با استفاده از استخراج و

 درصد ارائه 49 قدقی انطباق دقت و 25/0 بازه درصد در 80 دقت ،5/0بازه  درصد در 96با دقت  یمدل ه،یچندلا یآن با شبکه عصب بیترک
 (.Shi et al., 2023) دیآیشمار مبه BCS یابیخودکار ارز یهاروش نیترقدقی از تاکنون گردید که

 های یادگیری ماشین معرفی الگوریتم

 (SVM) 1الگوریتم ماشین بردار پشتیبان

ی تصاویر به کمک رایانه در بندطبقهفرآیند پذیرد. بندی تصاویر انجام میدیریت تصویر از طریق طبقهها در حوزه مامروزه اغلب پژوهش
نه تصاویر است. الگوریتم ماشین ی مؤثر و کارا کلید مدیریت بهیبندطبقهحال حاضر یکی از مراحل پردازش در شناسایی تصویر است. روش 

، قدرت ای علوم زیستی به دلیل دقت بالابندی رایانهای در طبقهگسترده طوربهی است که بندطبقهی هاتمیالگوربردار پشتیبان یکی از 
ی کاربرد دارد. الگوریتم ماشین بردار بعد چندهای ها و قابلیت کار با دادهسازی منابع متنوع دادهپذیری در مدلی مناسب، انعطافبندطبقه

های تصویر که برای مقایسه از ویژگی نیترمهمدهد. از رائه میصاویر ای تبندطبقههایی است که بهترین نتیجه در پشتیبان یکی از روش
یز از مرکز اشاره کرد. با استخراج به آنتروپی، میانگین، انحراف معیار، کنتراست، انرژی، همبستگی و گر توانیمشوند، تصاویر استخراج می

ی بندطبقهشود و با ورود تصاویر جدید این الگوریتم قادر به زش داده مین بردار پشتیبان آموها از تصاویر اولیه، الگوریتم ماشیاین ویژگی
 تصاویر خواهد بود.

 (KNN) 2همسایه نیترکینزد Kالگوریتم 

 4بندیطبقه مشکلات حل برای تواندمی الگوریتم این. است آسان سازیپیاده با و 3ساده ناظر با ماشین یادگیری الگوریتم یک KNNالگوریتم 

                                                                                                                                                                                
1. Support Vector Machine (SVM) 

2. K-Nearest Neighbors (KNN) 

3. Supervised Machine Learning 

4. Classification 
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 روی از تا است متکی برچسب دارای ورودی هایداده بر که است الگوریتمی با ناظر، ماشین یادگیری الگوریتم .شود استفاده 1رگرسیون و
و با کرده را پیدا  هاترین همسایهنزدیک، بندیبرای طبقه KNN .کند گذاریبرچسب را های جدیدداده بتواند و ببیند آموزش هاداده این

 با و پیدا کرده را همسایه ترینرگرسیون، نزدیک مسائل و برای کندبینی میرا پیش مورد نظر ترین همسایگان کلاسنزدیک اکثریت آرا
 پارامتر تنظیم K مناسب مقدار انتخاب .کندمی بینیپیش را رگرسیون کلاس مدنظر مقدار ها،همسایه تریننزدیک مقدار میانگین یمحاسبه

 یمجموعه در موجود یداده نقاط کل تعداد رادیکال یا مربع یریشه K مقدار انتخاب برای. است ضروری بهتر نتایج یبرا و شودمی نامیده
 یو فاصله3منهتن ی، فاصله2اقلیدسی یی فاصلههاکیتکنهمسایه از یکی از  نیترکینزدکنیم و برای یافتن می حساب را داده

 یفاصله یمحاسبه برای اقلیدسی یتر است. فاصلهاستفاده از فاصله اقلیدسی رایج هاکیتکنگردد. از بین این استفاده می 4مینکوفسکی
 . شودمی استفاده بعدیسه فضای یک یا صفحه یک در نقطه دو میان

 Resnet50الگوریتم شبکه عصبی کانولوشنی 

( CNN) عصبی کانولوشنی از الگوریتم شبکه استفاده با تصویر بندیتقسیم از ی تصاویر استفادهبندطبقهی تشخیص و هاکیتکنیکی از 
 تصویر کل از روی را فیلتر شبکه عصبی یک یهاهی. لااست تصویر بندیتقسیم هایتکنیک در ابزارها ترینقوی از یکی این الگوریتم. است
 مختلف یهایژگیو توانندمی متعدد فیلترهای. دهدیم تشخیص را تصویر یهایمنحن یاها لبه مانند ییهایژگیو فیلتر این. دهندیم عبور

 شدهییشناسا یهایژگیو قدرت نقشه این. گردداستفاده می خاص با ویژگی نقشه یک ایجاد برای فیلتر و ورودی عملیات. کنند شناسایی را
 (.1)شکل  کند شناسایی را تردهیچیپ و بالاتر سطح یهایژگیو تواندیم شبکه کانولوشنی ، لایه چندین دادن قرار با. دهدیم نشان را

 
 عصبی کانولوشنی شبکه یهاهیلا معماری .1 شکل

تجزیه و تحلیل  یک معماری مدل عصبی کانولوشنی است که برای بینایی کامپیوتری و انجام وظایف مرتبط با ResNet50مدل 
شود و به دلیل شناخته میتشخیص تصاویر رای های شبکه عصبی بترین مدلروفعنوان یکی از معاست. این مدل به شدهیطراح تصاویر

است.  های ارتباطیمعماری، استفاده از بلوک یکی از نکات برجسته در اینگیرد. میکارایی بالا و قابلیت یادگیری انتقالی مورد استفاده قرار 
ری وظایف بتواند با دقت بیشت یراحتدهند که با افزایش عمق، عملکرد بهبود یابد، به حدی که بهامکان را میها به شبکه این این بلوک

های که شامل دستهکند استفاده می ،آموزش دیدهپیش از شده که این مدل از یک مجموعه داده پردازش تصویر. تری را انجام دهدپیچیده
شود. این به این معناست دیده باعث افزایش سرعت و کارایی در یادگیری میآموزش پیشاز ک مدل متعددی از تصاویر است. استفاده از ی

  .بردکار میدی بهکه مدل، اطلاعات کلی و جزئیات مفیدی را از تصاویر پیشین یاد گرفته و این اطلاعات را برای وظایف جدی

 هاروش و مواد

 تحقیق یهاداده

های مختلف از دامداری مطالعه این در استفاده بر اساس میزان انحراف ستون فقرات در انتهای بدن مورد های مختلف گاوتیپ هایعکس
رو به  ی انحراف انتهای ستون فقرات رو به پایین، انحراف انتهای ستون فقراتهایژگیوگاوها از سه تیپ مختلف با  تصاویر. تهیه گردید

                                                                                                                                                                                
1. Regression 

2. Euclidean distance 

3. Manhattan distance 

4. Minkowski distance 
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 نیز موبایل و عکاسی دوربین یک از یبردارعکس برای. شد یآورجمع ستون فقرات افقی( تهیه وبالا و فاقد انحراف انتهای ستون فقرات )
(Xiaomi Redmi Note 7 مجهز به ) تعداد مجموع در که گردید تهیه تیپ گاو هر از تصویر 150 تعداد. شد استفاده مگاپیکسلی 48دوربین 

 (.2 شکل) دادند تشکیل را تحقیق این هایداده مجموعه تصویر 450
 

   

   
 )ج( )ب( )الف(

نمای تیپ انتهای ستون رو به  -(، بA typeرو به بالا ) نمای تیپ انحراف انتهای ستون فقرات -ها: الف. نمونه تصاویر از مجموعه داده2شکل 

 ( C typeافقی ) نمای تیپ انحراف انتهای ستون فقرات –( ، جB typeپایین )

 

 تصاویر یسازآماده

ها، تصاویر گاوها برش خورده و فقط قسمت برای افزایش دقت و سرعت آموزش الگوریتم ابتدا تصویری هایداده سازیآمادهمنظور به
 سپس و شد آماده تیپ نام برچسب با مجزا ایپوشه یک از سه تیپ گاو هر (. برای3)شکل  اندشدهانتهایی بدن گاوها در تصاویر نگهداری 

 مادر پوشه یک در و گردید آماده پوشه 3 تعداد مجموع در داده شد که قرار مربوطه پوشه در و شده یگذارشماره 150 تا 1 شماره از تصاویر
 آزمایشی به مجموعه و اعتبارسنجی مجموعه آموزشی، مجموعه به تصادفیصورت به را شده گذاریبرچسب تصاویر تیدرنها .شد ذخیره
 .است شده داده نشان 1 جدول در داده مجموعه جزئیات. کردیم تقسیم 8:1:1 نسبت

 

   
 C تیپ Bتیپ  Aتیپ 

 . نمونه تصاویر برش خورده از سه نوع تیپ گاو مورد مطالعه3شکل 

 

  عصبی شبکه در هاداده آزمایش و اعتبارسنجی آموزش، جهت 8:1:1 نسبت به های تصویریداده بندیتقسیم .1 جدول

 تصویر از هر تیپ گاو 50نام پوشه حاوی 
تعداد تصاویر 

 آموزشی

تعداد تصاویر 

 اعتبارسنجی

تعداد تصاویر 

 آزمایشی

 40 5 5 (A typeرو به بالا ) تیپ انحراف انتهای ستون فقرات

 40 5 5 (B typeرو به پایین ) تیپ انحراف انتهای ستون فقرات

 40 5 5 (C typeتیپ انتهای ستون فقرات افقی )
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 تیپ گاو تشخیص در ی یادگیری ماشینهاتمیالگور دقت تعیین

 را ماشین یادگیری هایمدل توانندمی مختلفی ارزیابی آمارهای یا معیارها هستند، ماشینی یادگیری که مبتنی بر ارزیابی مطالعاتی برای
از  کدام هر. دارد دل یادگیری بستگیم خاص کاربرد و مسئله بیان به شود استفاده ارزیابی آمارهای یا معیارها کدام اینکه اما کنند، ارزیابی
. دارند متفاوتی عملکرد هدف، تفرمپل یا داده مجموعه مانند مختلفی عوامل اساس بر و دارند را خود یهایژگیو ارزیابی آمارهای یا معیارها

 PR منحنی اغتشاش، ماتریس یادآوری، دقت، شوند معمولاً شاملمی استفاده تصویر بندیطبقه مسئله یک در ارزیابی برای که معیارهایی
 چهار ابتدا ر تشخیص تیپ گاو،دهای یادگیری ماشین الگوریتم اثربخشی ارزیابیمنظور . بهاست( متوسط دقت میانگین) mAP با تعیین

 هایداده دادن نشان برای اغتشاشی هایماتریس .شدند محاسبه اغتشاشی ماتریس مقادیر از استفاده با استاندارد عملکرد ارزیابی معیار
 مثبت نرخ (،TPواقعی ) مثبت نرخ انندم متغیرهایی مستقیم مقایسه آنها. شوندمی استفاده دقت و صحت یادآوری،ازجمله  حیاتی بینیپیش
 بر مبتنی سیستم یک طراحی از پسها گام نیترمهم از یکی .دهندمی ارائه را (TNواقعی ) منفی نرخ و (FNکاذب ) منفی نرخ (،FP) کاذب
 ارزیابی برای. است( test set) آزمایشی یا( hold out) نشده دیده هایداده مجموعه روی آن یهایخروج ارزیابی ماشین، یادگیری هایروش

 Sokolovaخواهد شد ) استفاده رزیبه شرح  مختلفی معیارهای تیپ گاو بکار رفته از شناسایی که در ماشین یادگیری یهاتمیالگور عملکرد

& Lapalme, 2009:) 
محاسبه  1و توسط رابطه  اندشده یبندطبقه یدرستکه به ییهاکه عبارت است از درصد نمونه کننده،یبندطبقه کی ی: اثربخش1دقت

 شود: می

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 (1رابطه  =  
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 

تیپ  دارای هاینمونه تعداد FN و شده داده تشخیص ( که درستAد )مثلاً تیپ های دارای تیپ مورد نظر را دارننمونه تعداد TPکه: 
 (  که درستA)مثلاً غیر تیپ  تیپ مورد نظر فاقد هاینمونه تعداد TN و شده داده تشخیص ( که غلطAمورد نظر را دارند )مثلاً تیپ 

 . است شده داده تشخیص (  که غلطAفاقد تیپ مورد نظر )مثلاً غیر تیپ  هاینمونه تعداد FP و شده داده تشخیص
 آید:بدست می 2است که توسط رابطه  عنوان مثبتبه یمثال منف کی یگذاردر عدم برچسب کنندهیبندطبقه ییوانات: 2صحت

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 (2رابطه  =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 

 شود:محاسبه می 3است و توسط رابطه  مثبت یهاتمام نمونه افتنیدر  کنندهیبندطبقه ییتوانادهنده : نشان4یا حساسیت 3یادآوری

𝑅𝑒𝑐𝑎𝑙𝑙 (3رابطه  =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

 به. دهدمی ارائه سیستم دعملکر کلی ارزیابی برای واحد معیار یک و یادآوری است و صحت هارمونیک بیانگر میانگین: (F1امتیاز )
 4 رابطه کمک با است و صفر قدارم بدترین و یک ،F1برای  مقدار بهترین. است یادآوری و دقت از داروزن میانگین F1 امتیاز ریاضی، بیان

 (:  Maimon & Rokach, 2010کرد ) محاسبه آن را توانیم

𝐹1 (4رابطه  =  
2 × 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
 

 ماشین های یادگیریالگوریتم توسط شده داده تشخیص تیپ یا کلاس هر هایصحت تمام میانگین دهندهنشان: 5صحت متوسط
 آید:بدست می 5است و از طریق رابطه 

𝐴𝑣𝑒𝑟𝑎𝑔𝑒 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛(𝐴𝑃) (   5رابطه  =  ∑ [𝑅𝑒𝑐𝑎𝑙𝑙𝑠(𝑘) − 𝑅𝑒𝑐𝑎𝑙𝑙𝑠(𝑘 + 1)]

𝑘=𝑛−1

𝑘=0

× 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛(𝑘) 

 ماشین یادگیری هایالگوریتم توسط( بینیپیش جعبه) شده رسم کادر انطباق درصد میزان تعیین برای معیار این: 6هم روی انطباق
 پیشنهاد شاخص این از استفاده لذا است خطا دارای چشمیصورت به انطباق درصد تعیین کهییازآنجااست. ( زمینه جعبه) کلاس موضوع با

                                                                                                                                                                                
1. Accuracy 

2. Precision 

3. Recall 

4. Sensitivity 

5. Average Precision (AP)  

6. Intersection Over Union (IOU)  
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 شود:محاسبه می 6گردد و توسط رابطه می

𝐼𝑛𝑡𝑒𝑟𝑠𝑒𝑐𝑡𝑖𝑜𝑛 𝑂𝑣𝑒𝑟 𝑈𝑛𝑖𝑜𝑛(𝐼𝑂𝑈)      (6رابطه  =  
𝑇𝑃

𝐹𝑁+𝐹𝑃+𝑇𝑃
 

 مرزی جعبه هایبینیپیش با اشیا تشخیص در ماشین یادگیری یهاتمیالگور: این معیار برای ارزیابی دقت 1میانگین متوسط صحت
 مقایسه برمبنای mAPکند. می ی گاو را محاسبههاپیت در متوسط صحت و گیردمی نظر یادآوری در مختلف سطوح در را دقت است.

 کنیم مقایسه باهم را هدف و ینیبشیپ چارچوب دو که هست منطقی. شودمی محاسبه 7توسط رابطه  هدف چارچوب و ینیبشیپ چارچوب
 .هستند نزدیک هم به چقدر ببینیم تا

𝑚𝐴𝑃 (7رابطه  =  
1

𝑁
∑ 𝐴𝑃

𝑁

𝑖=1

 

 داده تشخیص کلاس هر هایصحت تمام میانگین AP و ماشین یادگیری یهاتمیالگور در تشخیص برای هاکلاس تعداد N که:
 .است ماشین یادگیری یهاتمیالگور  توسط شده

 هاشیآزماشرح 

 های هوش مصنوعی نقشلگوریتممعرفی کاربرد هوش مصنوعی در شناسایی تیپ گاوها انجام شده است و بکارگیری ا منظوربهاین تحقیق 
در این  .گرددیم هادامهای جاری دارند که موجب افزایش دقت و سرعت در تشخیص اتلاف وقت و صرف هزینه از جلوگیری در مهمی

و  SVM ،KNNهای یادگیری ماشین عدد است و از الگوریتم 150هر نوع تیپ گاو  از شدهآمادهتحقیق مجموع تصاویر بدست آمده و 
CNN دیده با شبکه از پیش آموزشResnet50 بتدا شبکهبندی انواع تیپ گاو استفاده شد. او طبقه تشخیص منظوربه ResNet-50 50ا ب 

 Residual) ماندههای باقیو بلوک  ReLU های، لایه(Batch Normalization) ایسازی دسته، نرمالیهای کانولوشنلایه عمیق شامل لایه

Blocks)  بکه شاملهای پایانی اصلی شکلاس، لایه 3بارگذاری شد. برای تطبیق با مسئله fully connected ، softmax و Classification 

Layer های جدید اضافه شد که شاملحذف شدند و به جای آن، یک زنجیره از لایه: 

 ReLU سازینورون و تابع فعال 256با   fully connected layerیک 

 برازشبرای جلوگیری از بیش 5/0 با نرخ  dropout layerیک 

 ها(نورون )مطابق تعداد کلاس 3نهایی با  fully connected layer یک 

 بندیبرای تولید احتمال طبقه  classificationو   softmaxهای لایه

برای تشخیص دقیق انواع  CNN های سفارشیو لایه ResNet-50 ب، شبکه ترکیبی از قدرت استخراج ویژگی عمیقبه این ترتی
شود و استخراج می ResNet های سطح پایین و سطح بالا توسطای است که ابتدا ویژگیها به گونهکند. ترتیب لایهتیپ گاو فراهم می

های مورد یتمآموزش و آزمایش الگور R2021bمتلب  افزارنرم. با کمک پردازندکلاسه میهبندی نهایی سهای سفارشی به طبقهسپس لایه
بندی ج( طبقه Resnet50های تصاویر با استفاده از شبکه نظر طی مراحل ذیل انجام گرفت: الف( فراخوانی تصاویر ب( استخراج ویژگی

گیرد( ح( ترسیم وریتم انجام مین مرحله آموزش، آزمایش و اعتبارسنجی الگ)در ای CNNو  SVM ،KNNهای تصاویر با استفاده از الگوریتم
 داده شده است. فلوچارت انجام هر آزمایش نشان 4مربوط به این تحقیق و در شکل  هاشیآزما 2ماتریس اغتشاش. در جدول 

 

 اتبندی نوع تیپ گاو بر اساس وضعیت ستون فقری تشخیص و طبقههاشیآزما .2 جدول

 یبندطبقهالگوریتم  شبکه معماری استفاده شده آزمایش شماره

1 Resnet50 KNN 

2 Resnet50 SVM 

3 Resnet50 CNN 

 نتایج و بحث

 (KNN)الگوریتم  1آزمایش 

درصد و زمان اندک نوع تیپ گاو را شناسایی و  70توانست با دقت  Resnet50( با استفاده از مدل KNNترین همسایه )نزدیک Kالگوریتم 

                                                                                                                                                                                
1. Mean Average Precision (mAP) 
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 5 مقداراست.  و متعادل جیرا فرضشیپ مقدارزیرا یک  شده است میتنظ 5برابر با  حیصورت صربه Kکد مقدار  نیدر ای نماید. بندطبقه
 .کندیمدل برقرار م یکم و سادگ زینو نیب یمقدار تعادل خوب نیاست. ا KNN تمیشروع در الگور یاستاندارد و معمول برا ریاز مقاد یکی

 رینمونه، که به کاهش تأث نیترکیباشد، نه صرفاً نزد گانیهمسا تیبر اساس اکثر یریگمیکه تصم شودیباعث م 1تر از بزرگ K مقدار
مستخرج از ماتریس اغتشاش استفاده شده است ی آماری هاشاخصی از بندطبقهبرای ارزیابی دقت  .کندیکمک م یزینو یهانمونه

(Duda et al., 2001این .) ماتریس آماری یهاشاخص استخراج برای. است شدهینیبشیپ اطلاعات و واقعی اطلاعات حاوی ماتریس 
 (.4و  3شدند )جدول  انتخاب تصویر 30 تصادفیصورت به تیپ گاو هر برای تصویر 150 مجموع از اغتشاش
 

 
 بندی سه نوع تیپ گاو مورد مطالعهی تشخیص و طبقههاشیآزمافلوچارت انجام  .4شکل 

 

 (KNNهمسایه ) نیترکینزد Kالگوریتم  یبندطبقه دقت آزمون اغتشاش ماتریس .3 جدول

 بینیپیش Aتیپ  Bتیپ  Cتیپ 

 واقعیت
 Aتیپ  22 1 2
 Bتیپ  0 24 2
 Cتیپ  8 5 26

 

 (KNNهمسایه ) نیترکینزد Kالگوریتم  ی ارزیابی هاشاخص. تعیین مقادیر 4جدول 

 نوع تیپ گاو
True 

Positive 

(TP) 

False 

Positive 

(FP) 

False 

Negative 

(FN) 

True 

Negative 

(TN) 

صحت 

)%( 

دقت 

)%( 

یادآوری 

)%( 

 F1امتیاز 

)%( 

همپوشانی 

)%( 

 A 22 8 3 57 88 88 73 80 67تیپ 
 B 24 6 2 58 92 80 80 86 75تیپ 
 C 26 4 13 17 67 43 87 76 60تیپ 

 67 81 80 70 82 - - - - میانگین کل
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 (SVM)الگوریتم  2آزمایش 

ی هاشاخصی از بندطبقهبرای ارزیابی دقت  .دهد درصد تشخیص 88 دقت نوع تیپ گاو را با توانست (SVMالگوریتم ماشین بردار پشتیبان )
 استخراج برای. است شدهینیبشیپ اطلاعات و واقعی اطلاعات حاوی ماتریس شده است. اینآماری مستخرج از ماتریس اغتشاش استفاده 

و  5)جدول  شدند انتخاب تصویر 30 تصادفیصورت به تیپ گاو هر برای تصویر 150 مجموع از اغتشاش ماتریس از آماری یهاشاخص
6.) 

 

 (SVMردار پشتیبان )الگوریتم ماشین ب یبندطبقه دقت آزمون اغتشاش ماتریس .5 جدول

 Aتیپ  Bتیپ  Cتیپ 
 بینیپیش

 واقعیت

 Aتیپ  25 1 3
 Bتیپ  0 26 1
 Cتیپ  5 3 26

 

 (SVMالگوریتم ماشین بردار پشتیبان ) ی ارزیابی هاشاخص. تعیین مقادیر 6جدول 

 نوع تیپ گاو
True 

Positive 

(TP) 

False 

Positive 

(FP) 

False 

Negative 

(FN) 

True 

Negative 

(TN) 

صحت 

)%( 

دقت 

)%( 

یادآوری 

)%( 

 F1امتیاز 

)%( 

همپوشانی 

)%( 

 A 25 5 4 56 86 84 83 84 73تیپ 
 B 26 4 1 59 96 94 87 91 84تیپ 
 C 26 4 8 52 76 87 87 81 68تیپ 

 75 85 86 88 86 - - - - میانگین کل

 

 (CNN)الگوریتم  3آزمایش 

همگرا شده  یمدل به خوب دهدینشان م 5در شکل  CNN–ResNet50شبکه  یبرا (Accuracy / Lossی )مودار روند آموزش و اعتبارسنجن
 است. برازششیشبکه و عدم ب یداریپا انگریوجود ندارد، که ب یدقت آموزش و اعتبارسنج نیب یداریو اختلاف معن

 

 
 CNN–ResNet50شبکه . نمودار آموزش و اعتبارسنجی 5شکل 
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توانست  Resnet50از مدل  این الگوریتم با استفاده .دهد درصد تشخیص 93دقت  با نوع تیپ گاو را توانست Resnet50مدل  CNNالگوریتم 
ی آماری مستخرج هاشاخصی از بندطبقهقت ی نماید. برای ارزیابی دبندطبقهبا دقت بالاتر نسبت به دو الگوریتم دیگر نوع تیپ گاو را شناسایی و 

 از آماری یهاشاخص ستخراجا برای. است شدهینیبشیپ اطلاعات و واقعی اطلاعات حاوی ماتریس اغتشاش استفاده شده است. ایناز ماتریس 
 (.8 و 7شدند )جدول  انتخاب تصویر 30 تصادفیصورت به تیپ گاو هر برای تصویر 150 مجموع از اغتشاش ماتریس

 

 CNNالگوریتم  یبندطبقه دقت آزمون اغتشاش ماتریس .7 جدول

 Aتیپ  Bتیپ  Cتیپ 
 بینیپیش

 واقعیت

 Aتیپ  26 1 2
 B تیپ 0 27 0
 Cتیپ  4 2 28

 

 CNNالگوریتم  ی ارزیابی هاشاخصتعیین مقادیر  .8جدول 

 نوع تیپ گاو
True 

Positive 

(TP) 

False 

Positive 

(FP) 

False 

Negative 

(FN) 

True 

Negative 

(TN) 

صحت 

)%( 

دقت 

)%( 

یادآوری 

)%( 

 F1امتیاز 

)%( 

همپوشانی 

)%( 

 A 26 4 3 57 90 92 87 88 79تیپ 
 B 27 3 0 60 100 97 90 95 90تیپ 
 C 28 2 6 54 82 91 93 87 78تیپ 

 82 90 90 93 91 - - - - میانگین کل

 

بندی تیپ گاوها بر اساس طبقهبرای  Resnet50مبتنی بر معماری  SVM ،KNN ،CNNی هاتمیالگوربا توجه به جداول عملکرد 
و همپوشانی  1Fی صحت، دقت، یادآوری، امتیاز هاشاخصجهت ارزیابی و مقایسه هر یک از  ،1وضعیت انحنای ناحیه انتهایی ستون فقرات

نشان داده  6نوع تیپ گاو در شکل  شدهیبندطبقهای از تصاویر تشخیص و قید گردید و نمونه 9جدول  دری مذکور، نتایج هاتمیالگوردر 
 شده است.

 

 ی یادگیری ماشینهاتمیالگوری عملکرد هاشاخص. مقایسه 9جدول 

 نام الگوریتم )%( صحت )%(دقت )%( یادآوری )حساسیت( (%)  F1امتیاز  )%( همپوشانی

67 81 80 70 82 KNN–ResNet50 

75 85 86 88 86 SVM–ResNet50 

82 90 90 93 91 CNN–ResNet50 

 

 

   
  Resnet50با مدل  CNNو  SVM ،KNNهای ی از تصاویر تشخیص داده شده نوع تیپ گاو توسط الگوریتمانمونه .6 شکل

 

درصد  90برابر  F1 و درصد 93 دقت درصد، 91با دستیابی به صحت  ResNet50 گیری ازبا بهره CNN الگوریتم، 9 جدول به توجه با

عملکرد   SVM (F1=85%) و KNN (F1=81%) هایالگوریتم به نسبت که رساند، ثبت به بلادرنگ بندیطبقه در را موفقیت میزان بالاترین

های ظریف دام، در شناسایی ویژگی CNN های عمیقدهد که استفاده از معماریبرتری داشت. مقایسه نتایج با مطالعات پیشین نشان می

                                                                                                                                                                                
1. rump 
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( در Hou et al., 2021هو و همکاران ) سازد. مشابه این نتایج،های سنتی فراهم میتری نسبت به روشدقیق، نتایج rump مانند زاویه

ها بر شناسایی دست یابند، اما تمرکز آن rumpتصاویر  شناسایی درصد در 76/99 وزن توانستند به دقتسبک CNN با استفاده از تحقیقی

کارگیری تصاویر عمقی و ترکیب یادگیری با به Alvarez et al., (2019) گرفت؛ همچنینر نمیشناسی قرافردی گاو بود و در محدوده تیپ

 ایمحدوده در که کردند گزارش درصد 97–82را در حدود ( BCS) ای، دقت تخمین امتیاز وضعیت بدنیسازی مجموعهو مدل 1انتقالی

به کمک بینایی ماشین و یادگیری عمیق توانستند ارزیابی محققان ای جدید همچنین در مطالعهدارد.  قرار مطالعه این دقت با همسو

های حساس برای ارزیابی سلامت و یکی از شاخص rump سازی کنند و تأکید کردند که زاویههای خطی گاو را با دقت بالا پیادهویژگی

بندی تیپ گاو را تأیید در طبقه CNN تنها عملکرد بالایهای پژوهش حاضر نهتهطور کلی، یاف. به(Devi et al., 2024) تولیدمثل دام است

 . رساندهای کلاسیک در کاربردهای میدانی نیز به اثبات میکند، بلکه کارآمدی آن را در مقایسه با الگوریتممی

 یریتصو دهیچیپ یهایژگیومدل توانسته  نیکه ا دهدی( نشان مدرصد 82مناسب ) ی، همراه با همپوشاندرصد( 93بالا ) اریدقت بس

بلادرنگ  یهاکاربرد یبرا تمیلگورا نیدارد. ا یادآوریدقت و  نیبالا نشان از توازن مناسب ب F1امتیاز  ن،یاستخراج کند. همچن یرا به خوب

استفاده  یریش یاوهادر گ BCS صیتشخ یبرا CNN ی، از شبکهتحقیقی مشابههوشمند مناسب است. در  یدامدار یهاطیدر مح قیو دق

را در  یبدن تیوضع درصد 87توانست با دقت حدود  یشنهادیمدل پاست.  rumpخاص  یهیتمرکز بر ناححالی که در این تحقیق در  شد

ستون  یه انحناکل پشت گاو )مشاب تصویربا استخراج در تحقیقی دیگر که  .(Nguyen et al., 2018) دهد صیگاو تشخ یپشت ریتصاو

 تمیگورخیر استفاده از الدر تحقیق ا .(Wang et al., 2020) گزارش شد درصد 89حدود  یدقت انجام شد CNN یهافقرات( و استفاده از مدل

CNN–ResNet50 در تحقیقی دیگر با اینکه  استفاده کرده است. ییکارا شیافزا یبرا دهیدآموزششیپ یهاکیدارد و از تکن یدقت بالاتر

با اینکه  .(Tian et al., 2020) گزارش شده است درصد 90 یی. دقت شناساBCSلنگش بوده و نه  ییشناسا یپشت برا یبر انحناتمرکز 

 یبیترکای دیگر در مطالعه است.ر کار اخیبدن مشابه  یفرم انحنا ریو تفس قیعم یهامتفاوت است، اما از نظر استفاده از شبکهتحقیق هدف 

 Amin et) بود درصد 85 در حدود ستمیس یگاو استفاده شد. دقت کل تیوضع یابیارز یبرا قیعم یریادگیو  کیکلاس یهاتمیاز الگور

al., 2022). از  یریگبا بهره تحقیق اخیرResNet50 هیناح یخاص انحنا یهایژگیو پردازش و rumpمدل داشته است. یر، عملکرد بهت 

KNN–ResNet50 از بالا بودن نرخ  ی( حاکدرصد 70) ترنییت. دقت پاعملکرد را نشان داده اس نیترفیها، ضعروش ریبا سا سهیدر مقا

به دلیل  KNNوریتم . الگضعف دارد هاپیمرز ت قیدق نییکه مدل در تع دهدی( نشان مدرصد 67کم ) یمثبت کاذب است. همپوشان

است حتی  های آن رکوردهی رکورد جدید با همسایی فاصلهدر محاسبه های خصیصهتأثیر همهمشکلاتی از قبیل یکسان در نظر گرفتن 

به  KNN تمیالگور محاسباتی (. پیچیدگی1388فر، سپهری مرادیان وباشند ) ترتیاهمکم یبندها برای عمل دستهبرخی از این خصیصه اگر

 هایداده تمام نگهداری اید. لذانم پیدا آموزشی هایداده تمام تا را آن فاصله بایدآزمودن  الگوی هر کردن بندیطبقه دلیل است که برای

ی تصاویر بندطبقهدرت تشخیص و قی ماشین یادگیری، هاتمیالگوردارد و در مقایسه با سایر  زیادی یسازرهیذخ فضای به نیاز آموزشی

در  تمیالگور نی. ایادآوریدر دقت و  ژهیوداشته، به یبنسبتاً خو عملکرد SVM–ResNet50(. مدل 1397، کمتری دارد )شفیعی و نخعی

 یمرزها صیدر تشخ محورشیدرست و کاهش خطاها برقرار کرده، اما به علت ساختار خط صیتشخ انیم یتعادل هاپیت یبندطبقه

  تر است.عقب CNN(، نسبت به یواقع ری)مانند فرم انحنا در تصاو یرخطیغ

اند. ده شدهنشان دا ResNet50مدل کمک با  CNNو  KNN ،SVM یهاتمیالگور یتشاش برااغ سی، سه ماتر7شکل در نمودار 
 س،یهر ماتر در. دهندیم شینما« C پیت»و « B پیت»، «A پیت»سه کلاس  یرا برا هاتمیالگور ینیبشیصحت پ زانیم هاسیاترم نیا

 ییهانمونه انگریب خارج از قطر اعداد است. پیهر ت یبرا حیصح یهاینیبشیدهنده تعداد پشاننراست( -نییچپ تا پا-)از بالا یقطر اصل
 ری: اغلب مقاددهدیعملکرد را نشان م نیبهتر CNN تموریالگ مدل(. یاند )خطاهاشده یبندطبقه گرید یهاپیاشتباه در تهستند که به

 SVM تمالگوری .شودیها مشاهده مکلاس نیب صیخطا در تشخ نیاست، و کمتر حیصح ینیبشیپ انگریقرار دارند که ب یقطر اصل یرو
 نیشتریب KNN تمالگوری .C پیت یبنددر طبقه ژهیودارد، به یشتریتعداد اشتباهات ب CNNبا  سهیدارد اما در مقا یعملکرد قابل قبول زین
 دهنده است. زیتما یهایژگیل به وکمتر مد تیدهنده حساسکه نشان Cو  A یهاپیت انیم زیدر تما ژهیوخطا را دارد، به زانیم

 

                                                                                                                                                                                
1. transfer learning 
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 ResNet50مدل کمک با  CNNو  KNN ،SVM یهاتمیالگورهای اغتشاش سه . مقایسه ماتریس7 شکل

 گیرینتیجه
بر اساس وضعیت تیپ گاو ) انواع بندیشناسایی و طبقه برای Resnet50با مدل  SVM  ،KNN  ،CNN هایاز الگوریتم مطالعه این در

 توانندمی CNNمبتنی بر شبکه عصبی  افتهیتوسعه سیستم از گیریبهره و دامدارن با کشاورزان شد. ( استفادهانحنای انتهای ستون فقرات
 با نوع تیپ گاو را و تشخیص تحلیل و تجزیه مطالعه این .شوند تیپ گاو مطلع نوع از ممکن زمان کمترین در یافزارنرم آموزش حداقل با

ی عملکردی هاشاخصها در این الگوریتم. قرار داد از انواع گاوها مورد بررسی شدهگرفته های ماشین یادگیری و تصاویرالگوریتم از استفاده
،  SVMی هاتمیالگوراز بین  داد که نشان نتایج. باشندبالا می قبولقابلدر حد  همپوشانی و F1 امتیاز یادآوری، از قبیل صحت، دقت،

KNN  ،CNN مدل  باResnet50  الگوریتمCNN  با مدلResnet50  در پیشنهادی بهترین روش عنوانبهبه دلیل داشتن بالاترین دقت 
 F1 درصد و 93 دقت درصد، 91با دستیابی به صحت   CNN–ResNet50 مدل نتایج نشان داد کهگردد. تشخیص نوع تیپ گاو معرفی می

  KNN–ResNet50مدل درصد و 85معادل   F1 درصد و 86با صحت   SVM–ResNet50مدل برتری معناداری نسبت بهدرصد  90برابر 

 فیظر یهایژگیدر استخراج و قیعم یهاتوجه شبکهقابل ییبر کارا یدیتأک هاافتهی نی. ادرصد دارد 81معادل  F1 درصد و 82با صحت 
بنابراین،  دارد. یها کاربرد عملو سلامت دام هیتغذ تیفیار کخودک تیریدر نظارت و مد ژهیوستون فقرات است که به یمانند انحنا یریتصو

بندی تیپ ، موفق به تحقق دقت بالایی در طبقهRGB و تحلیل تصویری (ResNet50) پژوهش حاضر با تکیه بر انتقال یادگیری عمیق
 .راستاست و راهگشای کاربردی دامپروری دیجیتال استگاوها شد که با مطالعات گذشته هم

 منابع
 ، جلدمهندسی و علوم نخبگان مجله. KNNکننده  یبنددسته الگوریتم دقت و سرعت بهبود هدف با (، تکنیکی1397شفیعی، شیما. و نخعی، ناهید. )

3(5 .)142-134. 

 کنفرانس پانزدهمین وابستگی. قوانین از استفاده با یکاوداده در KNN الگوریتم دقت بهبود (،1388) فر، محمدکاظم.سپهری مهدی. و مرادیان،
 .https://civilica.com/doc/78938. تهران،ایران کامپیوتر انجمن سالانه یالمللنیب
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